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Figure 1: Phone, Non-registered (emulates a HWD), Indicators (adds arrow indicating sound direction), and Registered captions.

ABSTRACT
Head worn displays (HWDs) can provide a discreet method of
captioning for people who are d/Deaf or hard of hearing (DHH);
however, group conversations remain a difficult scenario as the
wearer has difficulty in determining who is speaking and where
to look. Using an HWD emulator during a group conversation,
we compare eight DHH users’ perceptions of four conditions: an
80 degree field-of-view (FOV) HWD that pins captioning text to
each speaker (Registered), a HWD where the captioning remains
in the same place in the user’s visual field (Non-registered), Non-
registered plus indicators as to which direction the current speaker
is relative to the user’s line of sight (Indicators), and a control of
captions displayed on a Phone. Preference increased in order of
Phone, Non-registered, Indicators, and Registered. While an 80
degree FOV HWD is not practical to create in a pair of normal look-
ing eyeglasses, pilot testing with 12 hearing participants suggests a
FOV between 20 and 30 degrees might be sufficient.
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1 MOTIVATION AND RELATEDWORK
Individuals who are d/Deaf or hard of hearing (DHH) report group
conversations as being the most frequent context in which they
encounter difficulties [13, 17]. Conspicuous accessibility strategies
such as the use of a note-taker can lead to unwanted social attention
[17, 23], and other strategies such as writing or e-mail summaries
are often unsatisfactory [26]. For these reasons, people who are
d/Deaf or hard-of-hearing often avoid participating in group con-
versations with hearing people entirely [7, 8, 13].

Real-time captioning applications using automatic speech recog-
nition (ASR) on a smartphone may help people who are DHH
participate in everyday situations. While these applications can be
employed in group contexts, they struggle to accommodate mul-
tiple speakers [17]. Furthermore, presenting captions on a mobile
device out of the user’s direct line of sight creates a visual disper-
sion (a visual distance between caption and subject) that can cause
a loss of information [18] and detract from the perceived quality
of the conversation [1, 19]. The presence of smartphones running
ASR technologies can decrease bystander social comfort [1, 19] and
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cause hearing individuals to change their behavior in ways that
can make people who are DHH feel awkward [25, 27].

Head-worn displays (HWDs) may enable a more discreet and
usable method of captioning [3, 9–11, 18, 21, 24]. Captioning on
HWDs may reduce visual dispersion [18] and increase environ-
mental awareness [9, 11], with users of HWD captions reporting
improved visual contact with speakers [9]. However, prior investiga-
tions frequently report wearer concerns with the conspicuousness
of bulky, distinctive-looking HWDs [6, 9, 11, 18, 20, 21], which they
fear attract unwanted attention to their disability and could lead to
discrimination or exploitation [4, 23].

In particular, HWDs that can render captions affixed to objects
and people [21] via object tracking and spatial mapping require
heavier, hotter and larger devices, unsuitable for extended use [6,
9, 11, 21]. Similarly, large field-of-view (FOV - the visual angle
subtended by the display) optics are too bulky to be mistaken for
normal eyeglasses. Lighter, smaller HWDs prioritize comfort and
extended use and often display non-registered text which sits in a
relatively small FOV and in a consistent spot in the user’s visual
field. However, Jain et al’s work highlights the need to help people
who are DHH determine who is speaking in group conversations
as sound localization is an everyday struggle [6, 10, 14, 15, 22, 29].

This paper compares captions on a smartphone to those on a
HWD and explores if unregistered captions with arrows pointing
to the direction of the current speaker might be an alternative
to registered captions (and their bulky head wear). In addition, it
performs a preliminary experiment to determine what the smallest
FOV (which corresponds to the lightest and least noticeable optics)
might be needed for captioning.

2 EXPERIMENT
Because group conversations are a complex social environment that
are difficult to reproduce consistently, we chose to film a recording.
This approach enabled us to simulate “perfect” captioning, avoid-
ing shortcomings in speech recognition and speaker segmentation
technology by pre-defining the caption timings. We recorded four
actors seated around a table, each playing a role from MacIntyre et
al.’s Four Angry Men [16]. To maintain consistency, simultaneous
speech was not allowed. We employed a captioning timing scheme
that divided consequent utterances by their duration and their num-
ber of words so that each word lasts a uniform duration. The main
captions file was then split into four files, each file containing the
captions of one of the actors. We divided the video into four 2.5
minute sections. Once captioned and partitioned, we presented the
video on a 165cm x 93cm flat screen TV, 98cm from the participant
(approximately 120° max horizontal FOV). The video was captured
and aligned on the television to give the illusion that the viewer is
seeing through the TV to the physical desk at which they are seated
(see Figure 1 Non-registered). The actors were arrayed to span a
visual arc of 90 degrees such that the participants would naturally
rotate their head when attending a given actor in the video (as they
would if the actor was live).

Emulating the HWD eliminates many confounds found in other
studies, such as discomfort due to head and nose weight, different
focal depths of the HWD graphics and real world objects (the actors
in this case), lag, resolution, contrast, brightness, and novelty effects.

For consistency across participants (who had various levels of resid-
ual hearing), no soundwas played.We used Google Glass Enterprise
Edition 2 (GGEE2) to track the participant’s head orientation using
the onboard gyroscope, magnetometer, and accelerometer.

We compare four methods of presenting captions to participants:
Registered, Nonregistered, Indicators, and Phone (which acts as a
control condition). In all conditions, words appear one at a time, sim-
ulating the pace of speech recognition systems. In HWD conditions,
captions were presented in a manner consistent with Debernardis et
al.’s design suggestions [2]: white text (RGBA(255, 255, 255, 128)) on
a blue (RGBA(0, 0, 255, 128)) background. The text was rendered in
Arial font at 30pt size, resulting in a widest single-character horizon-
tal visual angle of 1.06°, and a widest single-character vertical visual
angle of 1.19°. The widest caption had a horizontal visual angle of
13°, and the overall field of regard for the group conversation was
82°. The Registered condition was intended to emulate the behavior
of more-powerful HWDs rendering captions fixed "in space" to the
person speaking [12, 21]. Depending on where the participant is
looking, captions rendered outside of the emulated HWD’s field of
view (defined in software as 80°) are clipped (the rightmost image
in Figure 1 shows an example where the word “idea” is clipped). 80°
horizontal FOV is considered sufficient for situation awareness in
highly mobile conditions [5], and while the optics for such a HWD
would be prohibitively heavy, they are commercially available.

The Non-registered condition is representative of current capa-
bilities of HWDs that might be mistaken as normal eyeglasses [20]:
captions are rendered at a fixed location in the participant’s visual
field and follow their line of sight as their head turns (Figure 1 Non-
registered). For the sake of simplicity, we track only the changes
in the participant’s head’s azimuth, so captions move horizontally
across the display, instead of in two dimensions. The Indicators
condition adds a directional indicator to the Non-registered condi-
tion, with arrows on the left or right of the text in the direction of
the current speaker if the participant’s head is pointed elsewhere.
The choice to use arrows as indicators was inspired by Jain et al.
[10]. Our goal for this presentation method was to identify whether
coarse directional feedback could provide speaker identification
information without the need for registered graphics that involve
intensive computation (and power-hungry cameras).

To compare our HWD conditions against a smartphone’s perfor-
mance, we developed a simple Android application that rendered
the captions onscreen, simulating popular transcription applica-
tions such as Google’s LiveTranscribe or Microsoft Translator using
white text on a black background. The text size was 32 scaled pixels,
and the font face used was Roboto. The Android application had a
maximum line height of 10 lines.

We recruited eight DHH participants, with ages ranging from
18 to over 65, mild to profound hearing loss, and predominantly
ASL/English users. The participants were recruited through per-
sonal networks, a Facebook group for DHH individuals in the local
area, and faculty in our department. Participants were given a digi-
tal survey to complete over the course of the study. The participants
were then presented with Google Glass EE2 and asked to position
the display in a way that was comfortable for them while seated
(note the display itself is not used in the experiment). We then
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Figure 2: NASA-TLX scores for (a) caption and (b) FOV study

played the four Four Angry Men video sections in sequence, chang-
ing the order of conditions according to a balanced 4x4 Latin square
design to avoid order effects.

Participants were asked a series of Likert-scale questions in-
tended to evaluate the participants’ sentiments towards the caption
presentation method, as well as the overall experience. Before con-
tinuing on to the next section, participants were asked to complete
a raw NASA-TLX form and to rank the conditions in order of pref-
erence (1 being best). Lastly, we conducted a brief semi-structured
interview with the participant, to further understand their experi-
ences and identify motivations that our written questions would
not catch. This process was repeated for each captioning condition.

Note that the Registered condition is not realistic. Repeatedly,
the DHH community has expressed that any captioning glasses
must not call attention to themselves [20, 28]. Yet, performing reg-
istration often implies an onboard camera, whose aperature in a
pair of eyeglasses may cause unwelcome attention for the wearer.
Even without this constraint, smartglasses that look like normal
eyeglasses have small FOVs, often around 10 degrees [20]. Would
DHH users prefer the Registered condition if the display’s FOV
requires them to move their head back and forth in order to scan the
group to find where the current captions are displayed? What FOV
is sufficient for DHH users to feel comfortable using a Registered
captioning system? To begin exploring this issue, we ran a pilot
experiment with 12 hearing participants to determine what FOVs
might be adequate (before attempting to recruit more DHH par-
ticipants, who are harder to acquire). We repeated the Registered
condition four times, counterbalanced with FOVs of 10, 20, 30, and
40 degrees, using the NASA-TLX and a Likert questionnaire.

3 RESULTS
There was a significant linear trend in the overall workload scores
(Figure 2): F(1,7)=13.430, p = 0.008. A Friedman’s test revealed that
the ranked preferences varied significantly (𝜒2(3, N=8) = 11.250, p =
0.010) across the four conditions: Registered (1.50), Indicators (2.26),
Non-registered (2.63), and Phone (3.63). The series of Likert-scale
questions, which was intended to evaluate participants’ sentiment
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Figure 3: Subjective results for (a) caption and (b) FOV study

towards the conditions and towards the overall experience of par-
ticipating in the group conversation, shows a familiar trend as re-
sponses tended to improve from control (Phone) to Non-registered
to Indicators to Registered (Figure 3).

In the semi-structured interviews, of the three conditions in-
tended to emulate a HWD, participants felt most positively about
Registered Captions. This result aligns with prior literature, in
which co-design sessions with DHH participants resulted in a cap-
tioning system that appeared similar. Participants mentioned the
presence of captions fixed in space underneath a person associated
the words with the person speaking (𝑛 = 3). P6: When the captions
started going under the person who was speaking, I knew okay, this
person is speaking or about to speak.

However, when participants could not see a caption because it
appeared outside their field of view, identifying the current speaker
required sequentially scanning the faces of the actors (𝑛 = 2), re-
inforcing the notion that participants trust registered captions as
indicators of the current speaker and override the participants’ in-
stinctive method of identifying the speaker in a group conversation
by looking for mouth movement or body language changes.
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Participants expressed frustrations with the Non-registered con-
dition. Half of the participants did not feel that the conversation
was easy to follow or comfortable using the technology in a group
conversation, and 66% felt that it was difficult to identify the speaker.
In our semi-structured interviews, participants were frustrated with
the lack of indication as to who was speaking (𝑛 = 5) at a given
time, and the lack of indication when the speaker changed (𝑛 = 4).
P5: Compared to [Registered Captions], it was harder to figure out
who was actually speaking, because it only depended on the speaker:
the only clue was that their lips were moving.

In contrast to the Non-registered condition, participants ex-
pressed excitement about the Indicators condition. The Likert scale
responses were much more positive: participants found it much
easier to identify which person was speaking and follow the con-
versation. Of particular note is the significant shift in sentiment on
the "I would feel comfortable using this in group conversations"
question. In the Non-registered condition, only 13% of participants
agreed with the statement, while >50% responded negatively to
some degree. In contrast, simply adding binary direction indicators
created a remarkable shift in sentiment, with 63% of participants
stating they would feel comfortable to some degree using the tech-
nology in group conversations. Participants expressed that the
appearance of an indicator reduced the number of people they had
to scan to determine who was speaking (𝑛 = 3), which made the
conversation easier to follow. P6: I mean, the arrows help, right?
It’s not like I’m scanning all four actors to see who’s speaking, and
[I] know in which direction [I] need to look, but that’s only crossed
off two people. While there was still some level of effort involved in
identifying the current speaker, participants stated that the process
was easier. P1: It still takes a little to figure out who’s speaking and
it’s harder to focus on the speaker and the captions. Other than that I
thought it was great, the arrows make a huge difference. P6: I mean,
because [the indicators] showed me which...direction I need to look at
whoever speaking it’s coming from, but then it didn’t exactly show
me who. And I still felt like I had to work a little bit. That said, some
participants found the mechanics of the indicators to be distracting
from the conversation (𝑛 = 1). Some participants expressed a desire
to see captions anchored closer to the speaker’s face (𝑛 = 2), which
would further minimize the visual dispersion between the speaker
and their words.

Participants expressed the most frustration with the Phone con-
dition, which was designed to emulate the state of current tran-
scription applications like Google Live Transcribe 1 or Microsoft
Translator. These kinds of technologies are limited to mobile de-
vices, require the user to look down at the captions and back up at
the speakers, and occupy the user’s hands. Based on the Likert scale
results, participants overwhelmingly found it difficult to identify
the speaker and to follow the conversation. The positioning of the
captions on the phone seemed especially frustrating to participants,
which was corroborated in our semi-structured interviews.

Like the Non-registered condition, participants found it difficult
to identify who was speaking at a given time (𝑛 = 4), as well as
changes in speaker (𝑛 = 5). P2: ...there came a point where it was
hard... to tell who was saying which line.

1https://www.android.com/accessibility/live-transcribe/

Alarmingly, during this condition participants mentioned feeling
like an outsider to the conversation (𝑛 = 3), comparing the expe-
rience to reading a script or a book. P1: It’s like I’m just reading a
script...I also felt much more removed from the conversation because
without positioning...I’m having to just look at [the phone] because
there’s no captions near [the speakers]. P3: It felt like I had note pad
open on my phone and the audio [muted].

Figures 2b and 3b show the NASA-TLX and Likert results, re-
spectively, for the FOV pilot. As expected for the FOV experiment,
both workload and Likert scores improve between 10 to 30 degrees.
However, above 30 degrees, increasing the FOV seems to have di-
minishing returns. Assuming a sigmoidal psychometric function
between FOV and workload/perceived benefit, a good compromise
FOV might be around 25 degrees. Future work will recruit DHH
participants and test FOVs of 15, 20, 25, and 30 degrees to try to
better establish this parameter. Font size might affect preferences.
With our current fonts and captioning line widths, the 10 degree
FOV could barely fit the entire caption area, causing the user diffi-
culty in keeping a given speaker’s captions on the screen. Smaller
fonts might allow a smaller FOV but would be less visible. We hope
to investigate this trade-off as another parameter in determining
the minimum comfortable FOV for DHH participants for group
captioning.

4 DISCUSSION
Based on our qualitative and quantitative results, registered cap-
tions on a simulated HWD significantly outperform captions dis-
played on a handheld Android smartphone, which is how many
in the DHH community approach spoken group conversations. In
fact, all HWD conditions tend to be rated better than the Phone
condition. Participants prefer registered captions because they pro-
vide an authoritative indicator of the current speaker, minimize the
visual dispersion between the speaker and their words, and make
the participant feel more of a part of the conversation.

4.1 Limitations and Future Work
These results should be tested against simultaneous speaker situ-
ations, which are a common occurrence in group conversations.
Future work should also endeavor to measure the cognitive load of
both registered and non-registered captions in group conversations.
Our field of view for Registered captions condition was 80° hori-
zontal, which is wider than a HWD with a traditional glasses form
factor could support. A direct comparison of the Indicators condi-
tion with a more reasonable 25 degree FOV Registered condition,
perhaps also equipped with directional indicators, is warranted. In
practice, both the Registered and Indicators conditions would have
tracking errors, which should be emulated in future testing as they
may significantly affect user preference. While there is significant
work on typefaces for captioning movies, experiments are needed
for verifying that such typefaces are also optimal for captioning on
HWDs (i.e., font family, size, color, etc.).

5 CONCLUSION
In this paper, we emulated idealized HWDs using head-tracking
and a large display to test different methods of captioning group
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conversations for people who are deaf or hard-of-hearing. Our find-
ings indicate that DHH users find HWD captions a more pleasant
experience than smartphone captions, perhaps as it minimizes the
visual dispersion between speaker and caption. Finally, we highlight
the potential of combining coarse indications of speaker direction
with non-registered captions as an intermediate step for making
spoken group conversations more accessible.
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